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The Discrete Element Method (DEM) is commonly used for modeling the flow of particulate materials.
Unfortunately, such detailed simulations are computationally very demanding, restricting its use for
industrially-scaled processes. The number of particles in a simulation can be reduced by introducing par-
cels (i.e., ‘‘coarse graining”), which – in essence – relies on the increase of the particle diameter for inter-
action calculations. However, sophisticated models are necessary to preserve the original behavior of the
material when using such an approach. Our present contribution extends available coarse-graining con-
cepts by introducing models for (i) particle–fluid mass transfer and (ii) the deposition rate of spray dro-
plets on particles. Our mass transfer model is based on an existing model for heat transfer. For the spray
deposition model, we introduce an effective particle diameter to compute the correct amount of droplets
that impact particles. We show that these models can be used with confidence up to a coarse-graining
level of 5, which we demonstrate for a simple-shaped fluidized bed. The models proposed by us are crit-
ical for detailed simulations of spray coating processes since they enable precise particle-droplet-air
interaction modeling at low computational cost.
� 2022 Published by Elsevier B.V. on behalf of The Society of Powder Technology Japan This is an open

access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
1. Introduction

With increasing computational power, numerical simulations
for modeling granular matter become more and more relevant.
One prominent tool is the Discrete Element Method (DEM), which
is used to analyze, design and optimize various processes in many
industries, e.g., geomechanics [1–3], food [4,5] or pharmaceutical
industry [6–11]. DEM can be coupled to Computational Fluid
Dynamics (CFD) to model multiphase problems like pneumatic
conveying [12], iron ore reduction [13], particle coating [14,15],
or fluidized bed processes [16,17]. Since fluid-particle interactions
have a major effect on the particle trajectories in these systems,
several groups evaluated the effects of different drag laws on the
particle behavior [18–21].

Recently, the CFD-DEM method has been extended to include
models for droplet deposition, so that coating and granulation pro-
cesses can be studied in a higher level of detail [22–25]. For this
purpose, various spray models have been used in DEM simulations.
The most common are the pre-defined spray zone approach
[19,24], the ray-tracing method [26,27], the discrete droplet
method [28,29] and an Eulerian deposition method [30]. Although
all of these models could be applied ‘‘inline” (i.e., during a multi-
physics simulation), or during post-processing, an inline spray
model is necessary if simultaneous momentum, heat and mass
transfer should be modeled. Models for heat transfer usually
include conductive and convective transport [31,32], but also heat
generation due to chemical reactions [13,33] or radiative heat
transfer [34,35] can be considered. With the recent incorporation
of drying models [28,30,36,37], all major physical phenomena rel-
evant for the simulation of coating processes are covered within
the CFD-DEM approach.

Such high-fidelity CFD-DEM simulations – once validated with
experimental data – are an extremely powerful tool to analyze,
design, and trouble-shoot particle processes that suffer from lim-
ited instrumental access. However, thorough validation of the
numerical approach is non-trivial as it requires sophisticated mea-
surements. Van Buijtenen [38] extracted particle velocity fields
using particle image velocimetry and positron emission particle
tracking (PEPT) methods. In addition to particle velocity, PEPT
was used by Li et al. [39] to measure cycle times and residence
times in a Wurster coating device. The solid volume fraction can
be obtained via digital image analysis [40]. Pietsch et al. [19] mea-
sured pressure drop fluctuations in the experiments and applied
Fast Fourier Transform to obtain frequency plots that can be com-
pared to simulation results. Jiang et al. [41] used color particle
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tracking velocimetry to calculate the mixing index in a polydis-
perse pseudo-2D fluidized bed and showed that drag laws devel-
oped for monodisperse particles require modification, if they
should be applied to polydisperse systems. Patil et al. [42] used
visual and infrared cameras to obtain particle volume fraction,
velocity and temperature distributions in a pseudo-2D bed, which
is especially useful to validate heat transfer models. Trogrlic et al.
[43] placed several temperature and humidity sensors inside a
Wurster coater to validate a CFD-DEM approach that includes
models for heat and mass transfer. In addition to temperature sen-
sors, Madlmeir et al. [37] validated their simulations by evaluating
the coating yield in a Wurster coating process using quantitative
nuclear magnetic resonance. The above-mentioned studies prove
that CFD-DEM is a suitable tool for precise modeling of coating
processes.

Several factors boost the utilization of high-fidelity numerical
simulations in process design and optimization: (i) detailed mech-
anistic models allow truly predictive simulations, critically reduc-
ing the number of expensive experimental trials; (ii) extreme
geometrical variations can be investigated without expensive
physical prototyping; (iii) access to physical quantities that are
not measurable, e.g., the temperature of individual particles; and
(iv) observation of simultaneously occurring phenomena, e.g., con-
vective and conductive heat transfer rates [32]. However, there still
exist limitations which prevent a widespread use of these high-
fidelity simulation tools: (i) the variety and complexity of available
methods and models requires expert users, who decide, which
method is most suitable and which models are required for a speci-
fic problem. (ii) Simulation setup, model calibration and validation
are often time-consuming tasks that usually have to be accompa-
nied by experiments [44,45]. (iii) Furthermore, the high computa-
tional effort for numerically solving the model equations limits the
temporal and spatial scale that can be simulated. Nowadays, only
seconds to minutes of lab-scale particulate systems can be mod-
elled in high detail - for longer process times or industrially-
sized equipment, simplified, multi-scale, or reduced order models
are indispensable [23,46,47].

To keep the computational effort within the realms of possibil-
ity, two major approaches for reducing the number of particles are
common: (i) using a small domain size or (ii) coarse graining. A
small simulation domain can be realized by looking only into rele-
vant sections of a device ([30]), utilizing lab-scaled equipment
([28,42]) or taking advantage of symmetries ([22,47]). However,
if production-scaled processes should be replicated, the most
promising way is the use of a coarse-graining approach [48]. In
coarse-graining, the computational effort in DEM-based simula-
tions is reduced by increasing the particle diameter, as this reduces
the number of particles to be tracked. To obtain a correct result,
simulation parameters or particle properties have to be adjusted.
In DEM simulations this is usually achieved with the coarse-
grained parcel method (CGPM) [49,50]. For CFD-DEM simulations,
similarity models are also available [40,51,52]. In this method, the
parameters are adapted so that dimensionless numbers, such as
Archimedes and Reynolds number, remain constant. However,
these similarity models are only applicable to systems, in which
the particle motion is mainly caused by fluid forces, while energy
dissipation during particle collisions plays only a minor role [40].

In CGPM, several primary particles are lumped together into a
single coarse-grained particle, which is called a parcel. The physical
properties of all primary particles represented by a parcel are iden-
tical (i.e., they have the same diameter, density, etc.). The density
of the parcel is typically chosen to be identical to that of the pri-
mary particles, and the mass of the parcel equals the sum of the
masses of the primary particles. Hence, the number of parcels that
need to be tracked is proportional to a�3, where the coarse-
2

graining level a ¼ dp;CGP
dp;O

is defined as the ratio of the parcel diameter

dp;CGP and the original particle diameter dp;O. By modifying the DEM
parameters of parcels, the results of the coarse-grained simulation
can successfully represent the real system. In recent years, several
studies about DEM coarse-graining models were published, all
focusing on predicting the flow (i.e., velocity and position) of a
granular material. Specifically, for particle–particle and particle–
wall collisions, twomain approaches for scaling the contact param-
eters are used: (i) constant kinetic energy [49] and (ii) constant
dimensionless overlap [50]. In both cases, the rebound velocity
after contact is the same as for the primary particles. While the
duration of the collision is matched only with the first approach,
longer collision time allows for an increased simulation time step
in the second approach, which further reduces the computation
time. Recently, coarse-graining models were extended to account
for cohesion and liquid-bridge models [53,54]. Other studies inves-
tigated coarse-graining approaches for polydisperse systems
[55,56]. Queteschiner et al. [57] proposed a multi-level approach,
in which the coarse-graining level is adjusted dynamically in cer-
tain regions of the simulation domain. When particle coarse-
graining is applied in CFD-DEM simulations, the drag closure has
to be adjusted for a correct prediction of fluid-particle forces. This
can be achieved by evaluating the drag force for a primary particle
and multiplying it with the number of particles per parcel (i.e., a3)
[58]. Similarly, Lu et al. [59] proposed a model for fluid-parcel heat
transfer by calculating the heat transfer rate of a primary particle,
and then scale it with a3.

The aforementioned models are thoroughly discussed in litera-
ture and are useful to model many industrial processes [19,60,61].
However, after consulting a recent review [48], we identified a gap
in knowledge when simulating coating processes: currently, no
CGPM-based models for particle drying (i.e., vapor mass transfer
rates) and spray deposition (i.e., droplet deposition rates) are avail-
able in the open literature. Thus, in our present contribution we
close this gap by presenting and validating coarse-graining models
for (i) the evaporation of liquid from the surface of coated particles,
as well as (ii) the deposition of spray droplets in a monodisperse
particle bed. We will show that the development of the evapora-
tion model is relatively straightforward: one can apply the analogy
of heat and mass transfer to the available coarse-graining model
for heat transfer that has been recently proposed [59].

The spray deposition model is more involved, as it is required to
achieve similar deposition characteristics of droplets into a particle
bed: when droplets are sprayed onto a particle bed, droplets typi-
cally deposit rather quickly, and only penetrate a layer that has a
thickness of a few particle diameters. For monodisperse spherical
particles, the normalized thickness of this layer (with the particle
diameter being the reference length) depends primarily on the
packing fraction and droplet parameters (e.g., size and speed) -
the particle diameter has no significant effect on this normalized
layer thickness. This means for a coarse-grained simulation that
the droplet penetration depth would increase - in essence - by
the factor a compared to the original sized simulation. This would
deteriorate the performance of the coarse-grained approach, and
make droplet deposition modeling for large values of a imprecise.
Hence, a coarse-graining model for spray deposition is necessary to
achieve a similar penetration depth, and hence spray distribution
in the particle bed. Our core idea is to increase the effective diam-
eter of the parcels in our droplet-parcel interaction algorithm to
match the behavior in the original DEM-based (non coarse-
grained) model. This pragmatic approach can be easily imple-
mented in all existing DEM codes, and leads to the correct amount
of droplets depositing on parcels closer to the source of the
droplets (e.g., a nozzle). We will show that this effective parcel
diameter for droplet-parcel interaction must depend on (i) the
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coarse-graining level, and (ii) the particle volume fraction. Based
on a model for granular filtration, we have finally developed a
semi-empirical correlation for calculating this effective diameter
in (CFD-)DEM simulations.

The mass transfer and spray deposition models are validated
separately in simulations of packed beds at various coarse-
graining levels and packing fractions. Finally, a top-spray coater
is simulated to validate the coarse-graining approach in an indus-
trially relevant process, including models for contact forces, drag,
particle–fluid heat and mass transfer as well as spray deposition.

2. Methods

In our present study we utilize the commercially available AVL
Fire/XPS software framework [18] for performing the CFD-DEM
simulations. XPS carries out the DEM simulation via a Graphics
Processing Unit (GPU), which enables fast and effective parallel
computation of the particle phase. Additionally, this framework
separates the physical quantities that are transferred between
the CFD and DEM codes from the irregular CFD mesh by introduc-
ing a coupling grid, which is a regular mesh that spans the entire
simulation domain. A mapping algorithm interpolates the fluid
velocity and temperature from the CFD cells to the center of the
coupling cells, and subsequently to the particle positions. Vice
versa, the particle volume fraction and the fluid-particle interac-
tion terms are calculated in DEM and are transferred to CFD via
the coupling grid [18]. Note that there is no restriction on the size
of the CFD cells, which would usually be the case for CFD-DEM
simulations, as the cell size needs to be larger than the largest par-
ticle diameter unless smoothing is applied [62]. Hence, we use the
same CFD mesh in all simulations with different coarse graining
levels, and only adjust the size of the coupling grid cells: in all
our simulations, this coupling grid cell size is set to 2.5 times the
parcel diameter in every spatial direction.

In the following section, the governing equations for the CFD-
DEM approach are outlined, including the fluid and particle phase,
spray modeling and the applied rules for coarse-graining. A
detailed description of CFD-DEM in general [63] and the AVL
Fire/XPS framework in particular [18,37,43,64] can be found in lit-
erature. Here, we focus on the most relevant equations only.

2.1. Flow model

The particle movement is calculated via a simplified version of
Newton’s equations of motion:

qpVp

dvp

dt
¼ f c þ qpVpg � Vprpþ f d ð1Þ

Ip
dxp

dt
¼ Mp ð2Þ

where qp is the particle density, Vp is the particle volume, vp is the
particle velocity, f c is the sum of all particle–particle and particle–
wall contact forces, g is the gravitational acceleration, rp is the (re-
solved) pressure gradient obtained from the CFD simulation, and f d
is the drag force. Ip is the moment of inertia, xp is the angular par-
ticle velocity andMp is the total torque acting on the particle result-
ing from contacts with other particles or walls. Eqs. (1) and (2)
assume a fixed particle mass, insignificant momentum transfer
upon droplet-particle impact (the ratio of droplet momentum to
particle momentum is Oð10�4)), as well as spherical particles. These
assumptions are justified in most typical coating applications, at
least the ones found in typical pharmaceutical applications.

To calculate the contact forces, a linear spring-dashpot model
described by Forgber et al. [64] is applied. We neglected liquid
3

bridge forces in our model, which can be justified with the low liq-
uid hold-up present in the system. By applying the coarse-graining
model of Sakai and Koshizuka [49], which is based on constant
kinetic energy, the contact forces are scaled with a3

f c;CGP ¼ a3f c;O ð3Þ
where the indices ‘‘CGP” and ‘‘O” denote coarse-grained particle and
original sized particle, respectively.

The drag force can be calculated as.

f d ¼ bVp v f � vp
� � ð4Þ

where b is the drag coefficient and v f is the fluid velocity. The
model of Beetstra et al. [65] is used to evaluate the drag coefficient.
As discussed earlier, the drag force in a coarse-grained simulation is
determined for a primary particle and then scaled accordingly,
[49,66], leading to.

f d;CGP ¼ a3f d;O ð5Þ
The fluid phase is modeled with the volume-averaged Navier-

Stokes equations, given as.

@

@t
/fqf

� �
þr � /fqfv f

� �
¼ 0 ð6Þ

@

@t
/fqfv f

� �
þr � /fqfv fv f

� �
¼ �r � /fsf

� �� /frpþ /fqfg

� 1
Vcell

X
n
bVp;nðv f � vp;nÞ ð7Þ

where /f is the local fluid volume fraction, qf is the fluid density
(constant fluid density was used in the simulations) and v f is the
fluid velocity vector. sf is the deviatoric fluid stress tensor, p is
the fluid pressure, and g is the gravitational acceleration. The last
term in Eq. (7) accounts for the momentum exchange between
the particle and the fluid phase. In this term, Vcell is the volume of
the (fluid) grid cell, and b is the drag coefficient. Furthermore, Vp;n

and vp;n denote the volume and velocity of parcel n located in a
specific (fluid) grid cell, respectively.
2.2. Heat and mass transfer model

We assume that the temperature gradient inside a particle is
negligible, i.e., the whole particle has the same temperature. Con-
sequently, we follow the approach of Kolar et al. [67] in assuming
that deposited liquid has the same temperature as its carrier parti-
cle (i.e., infinitely fast heat transfer) and thus simplifying the dry-
ing model significantly. Otherwise, heat transfer from the gas
phase and the particle to the deposited droplet would have to be
considered along with the latent heat of evaporation [68]. Addi-
tionally, we neglect the mass-change of the particle, as well as con-
ductive heat transfer – both phenomena are typically unimportant
in the flow regimes we study (i.e., coating in a fluidized bed) and
also not a focal part of our present study. Furthermore, we did
not consider evaporation of spray droplets before their deposition
on a particle surface. For coarse-graining of conductive heat trans-
fer rates, the interested reader is referred to the excellent study of
Lu et al. [59]. With these simplifications the enthalpy change of a
particle calculates as.

qpVpcp
dTp

dt
¼ _Qf ;p þ _Hv ð8Þ

where cp is the specific heat capacity of the particle and Tp is the

particle temperature. _Qf ;p is the heat transfer rate between the fluid

and the particle, and _Hv is a latent heating (or cooling) rate. The
fluid-particle heat transfer rate is calculated as.
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_Qf ;p ¼ hAp Tf � Tp
� � ð9Þ

with h being the heat transfer coefficient, Ap being the surface area
of the particle and Tf being the fluid temperature. For the heat
transfer coefficient, the correlation of Gunn [69] is used. As previ-
ously proposed [59], the single-particle heat transfer rate is calcu-
lated for a primary particle and scaled with the number of
particles per parcel:

_Qf ;p;CPG ¼ a3 _Qf ;p;O ð10Þ
The latent heating rate can be calculated as.

_Hv ¼ � _mvDHv ð11Þ

where _mv is the evaporation rate, and DHv is the specific latent heat
of evaporation. The closure used to calculate the evaporation rate is.

_mv ¼ pawdpqvDShlnð1þ BMÞ ð12Þ

where aw is the wet-to-total particle surface area ratio, dp is the
diameter of the particle, qv is the vapor density, D is the diffusion
coefficient of the vapor in the ambient fluid (i.e., air), Sh is the Sher-
wood number and BM is the Spalding mass transfer number, which
is defined as.

BM ¼ wv ;s �wv;1
1�wv;s

ð13Þ

where wv;s and wv ;1 are the vapor mass fractions on the surface of
the particle and in the bulk, respectively. The surface vapor mass
fraction was calculated using the Antoine equation. The droplet
spreading model of Asai et al. [70] and the surface coverage model
of Kariuki et al. [71] are applied to calculate the wet-to-total parti-
cle surface area ratio aw. The surface area of a parcel is calculated as
the sum of the areas of its primary particles. By using the model of
Kariuki et al. [71], we assume that particle rotation is sufficiently
fast to lead to a random distribution of droplet deposition locations
on each particle.

A detailed description of the evaporation model and how to
obtain its parameters is provided in Madlmeir et al. [37]. Similar
to the heat transfer model, the evaporation rate in the coarse-
grained system is calculated for a single primary particle and
scaled up:

_mv;CGP ¼ a3 _mv;O ð14Þ
The energy balance of the fluid phase is given as.

/fqf cp;f
@Tf

@t
þr � /fqfv f cp;f Tf

� �
�r � keffr /f Tf

� �� � ¼ � 1
Vcell

X
n
Q
_

f ;p;n

ð15Þ

where cp;f is the specific heat capacity of the fluid, and keff is the
effective thermal conductivity. The term on the right side sums
up the fluid-particle heat flux of all particles in the coupling cell
with the volume Vcell. Note that there is no explicit term that con-
siders evaporative cooling of the fluid phase, since in our model
the latent heat contributes to the particle energy balance only
(see Eq. (8)). Nevertheless, the fluid cools down indirectly due to
fluid-particle heat transfer.

The vapor mass fraction in the fluid phase is determined via the
species transport equation:

@

@t
wv/fqf

� �
þr � wv/fqfv f

� �
�r � Deffr wv/fqf

� �� �
¼

X
n
m
_

v;n;i

ð16Þ
where wv is the vapor mass fraction and Deff is the effective diffu-
sion coefficient of vapor in air.
4

2.3. Spray model

In the present contribution, we utilize an inline ray-tracing
method, which proved itself as an valuable alternative to the com-
putationally expensive discrete droplet method [26,43,72]. The
principle is quite simple: originating from the spray nozzle, rays
are randomly distributed inside a user-defined spray cone, where
every ray represents a spray droplet. In discrete time intervals,
intersections between rays and particles are detected and a droplet
is deposited on the particle that is closest to the nozzle. A ray inter-
sects a particle if the following condition is satisfied:

xp � xo
� �2 � xp � xo

� � � xdir� �2 � dd

2
þ dp

2

� �2

ð17Þ

where xp is the particle position, xo and xdir are the origin and the
unit-length direction vector of the ray; dd and dp are the droplet
(ray) and particle diameter, respectively. How to modify this ‘‘hit
detection equation” in case one only has parcel information at hand
is not obvious as we discuss next.

The volume fraction of coarse-grained particles is comparable
(and theoretically identical) to the one of primary particles in all
regions of the simulation domain. As we will show below, this
would cause spray droplets to penetrate deeper into the particle
bed in case it is coarse grained: the reason is – simply speaking -
that the distance between particles linearly increases with the
coarse graining level. To avoid this behavior, we need to replace
the parcel diameter dp;CGP in the hit detection equation (i.e., Eq.
(17)) with a somewhat larger effective diameter deff ;CGP to match
the deposition rate of droplets on the original particles with diam-
eter dp;O. We propose to calculate this effective diameter deff ;CGP by
multiplying the coarse-grained particle diameter dp;CGP with an
effective size factor f r that depends on the local particle volume
fraction /p and the coarse-graining level a:

deff ;CGP ¼ f r a;/p

� �
dp;CGP ¼ f r a;/p

� �
adp;O ð18Þ

In order to lay the foundation for a theoretical model for the effec-
tive size factor f r , we observe that spray droplet deposition in a par-
ticle bed is governed by a similar mechanism as granular filtration.
Therefore, our coarse-graining model builds on the filter model of
Kolakaluri [73], which was previously used for modeling droplet
deposition in a spray coating simulation [30]. Specifically, we
observe that in a monodisperse packed bed (comparable to a
clean-bed filter) that has a filtration coefficient k, the droplet depo-
sition along the spray direction can be calculated as:

ln
mx

min

� �
¼ �kx ð19Þ

where mx is the cumulative deposited mass up to the bed depth x
and min is the total spray mass. From Eq. (19) it is evident that
the filtration coefficient k needs to be identical in the original
DEM-based and the coarse-grained simulation. The filtration coeffi-
cient can be calculated as [73]:

k ¼ 3gs/p

2dp
ð20Þ

where gs is the single collector efficiency, /p is the particle volume
fraction and dp is the particle (or parcel) diameter. The single collec-
tor efficiency (which is a function of particle Reynolds number, the
droplet Stokes number and the particle volume fraction) should be
independent of the coarse-graining parameter a, which can be
achieved relatively easily. Once this is guaranteed, it is clear that
the effective particle diameter for spray deposition needs to be
chosen such that:



Fig. 1. Comparison of various models for the effective size factor for a particle
volume fraction of (a) 0.1, (b) 0.3 and (c) 0.6.
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/p;O

dp;O
¼ /eff ;CGP

deff ;CGP
¼ /eff ;CGP

f radp;O
ð21Þ

is ensured. This leads to the conclusion that /eff ;CGP ¼ f ra/p;O,
where /eff ;CGP is the hypothetical volume fraction of the system if
the particles would have the (hypothetical) effective diameter.
Thus, we need to supply an additional equation for /eff ;CGP in case
particles are enlarged from diameter dp;CGP to diameter deff ;CGP in a
fixed volume. Next, we present two analytical scenarios for this:

Analytical scenario 1: Overlap not considered.

For a monodisperse system, the local volume fraction in a grid
cell with volume Vtot is defined as:

/p ¼
pd3

p Np

6Vtot
ð22Þ

where Np is the number of particles in the cell. If we neglect the fact
that parcels will overlap if their diameter is increased to the effec-
tive diameter, the effective volume fraction can be calculated as
follows:

/eff ;CGP ¼ pd3
eff ;CGPNp;CGP

6Vtot
ð23Þ

When considering that the number of parcels Np;CGP ¼ a�3Np;O,
and by considering Eqs. (18) and (21)–(23), we arrive at the follow-
ing equation for the effective size factor:

f
0
r ¼ a0:5 ð24Þ
This scenario is rather unrealistic, since in our simulations rays

interact with spherical parcels having the scaled diameter deff ;CGP ,
and these parcels do overlap for /p close to the close-packing limit.

Analytical scenario 2: Overlap considered.

Considering overlapping particles, an alternative relation can be
derived (see Appendix A for a detailed derivation):

f
0 0
r ¼ 1�

ln 1�f
0 0
r a/p

1�/p

� �

/p

0
BB@

1
CCA

1
3

ð25Þ

Note that f
0 0
r is implicitly defined via Eq. (25), however, only

depends on a and the particle volume fraction. Thus, this equation
can be solved numerically at the beginning of the simulation, and
tabulated for different values of /p if a is constant. If the volume
fraction is evaluated dynamically, as usually done in CFD-DEM
simulations, this would prevent solving Eq. (25) numerically for
every droplet/ray interaction. Another simple way to overcome

the numerical solution of Eq. (25) would be to approximate f
0 0
r with

f
0
r in the right side of Eq. (25). Unfortunately, this equation has a
mathematical limit originating from the fact that the argument
of the logarithm function in Eq. (25) cannot be negative. This
implies the following restriction:

f
0 0
r a/p < 1 ð26Þ
Semi-Empirical Model.

To avoid the restrictions of the analytical model, we introduce
an additional, universally applicable semi-empirical model that
extends Eq. (24) by a heuristically chosen correction term that
models the effect of the particle volume fraction:
5

f r ¼ a0:5ð1þ/pÞ ð27Þ
Fig. 1(a–c) shows a comparison of the different models for the

effective size factor for particle volume fractions of 0.1, 0.3 and
0.6. All models satisfy the limiting conditions of (i) f r ¼ 1 at
a ¼ 1, and (ii) f r ¼

ffiffiffi
a

p
at /p ¼ 0. The values obtained with the

semi-empirical model (Eq. (27)) are in between those of the analyt-
ical scenarios given by Eq. (25) and Eq. (24). While for low volume
fractions and coarse-graining levels the models predict a similar
effective size factor f r , the results deviate significantly at high par-
ticle volume fractions. Close to the mathematical limit stated in Eq.
(26), a steep increase in the factor obtained with Eq. (25) is visible.
In this region, the effective volume fraction is already close to
unity. Hence, the effective diameter has to increase significantly
to obtain a small change in volume fraction. Although Eq. (25) rep-
resents the exact analytical solution to account for the diameter
enlargement, we observe that this model overestimates the effec-
tive size factor: Applying this model to a coarse-grained simulation
would lead to a lower spray penetration depth compared to the
original-sized case (data not shown). Therefore, we used the



Fig. 2. Simulation setup for the heat and mass transfer simulations. The dimensions
of the box are 200 � 200 � 100 mm (LxWxH). The coarse-graining level is 5, the
black arrows indicate the drying air flow.
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semi-empirical correlation with a lower slope than that of Eq. (25).
Furthermore, our semi-empirical model is not limited to the range
defined by Eq. (26).

We note in passing that the presented coarse-graining model is
not limited to ray-tracing spray methods because it is derived from
a fundamental equation for granular filtration: it is expected to
work well also for other models that treats droplets as discrete
entities, e.g., it is also applicable to the discrete droplet model.

3. Results and discussion

In this section, validation cases for the presented coarse-
graining models are investigated. The numerical procedure and
coupling routine were extensively validated against experiments
in previous work [37,43,64]. Therefore, we refrain from running
additional validation experiments, but compare the coarse-
grained simulations to the original-sized case. Models for coarse-
graining contact and drag forces are already thoroughly examined
in literature [55,58,59,74,75], hence we omit discussing these
models. Instead, we focus on the new models introduced in our
present work. At first, we validate the heat and mass transfer
model, followed by the spray deposition model. Finally, all relevant
phenomena in a top-spray fluidized bed coater are simulated to
investigate the combination of all models in an industrially rele-
vant process. To investigate the limits of the coarse-graining
approach, all simulations are carried out with coarse-graining
levels of 1 (reference case), 2, 5 and 10.

3.1. Heat and mass transfer model

The performance of the coarse-graining model for heat and
mass transfer is evaluated in a CFD-DEM simulation of a static
bed containing wetted particles, which are dried by hot air flowing
from bottom to top with a velocity of 0.1 m/s. A particle bed was
created by randomly placing non-overlapping monodisperse parti-
cles in a rectangular box until a particle volume fraction of 0.3 is
achieved. To avoid wall effects, only the particle center has to be
inside the boundaries, not the whole particle. The particle positions
are fixed during the simulation, i.e., all forces acting on the parti-
cles and the particle velocities were set to zero. 10 ml of water
were uniformly distributed across all particles. The CFD mesh con-
sist of 256,000 cubical cells with an edge length of 2.5 mm. Table 1
contains all relevant material properties and operating conditions,
the simulation setup is depicted in Fig. 2.

Fig. 3a shows the mean particle temperature over time for var-
ious coarse-graining levels. As the water evaporates from the par-
ticle surface, the latent heat of evaporation causes a temperature
Table 1
Material properties and operating conditions for the coarse-graining validation runs.

Property Unit Value

Particles
Diameter mm 1
Density kg/m3 1292
Heat capacity J/kg/K 1360
Initial temperature K 333.15

Air
Inlet temperature K 333.15
Inlet humidity – 0
Density kg/m3 1.1
Heat capacity J/kg/K 1007
Thermal conductivity W/m/K 0.0257

Water
Density kg/m3 997
Heat capacity J/kg/K 4181
Latent heat kJ/kg 2427.3
Diffusion coefficient in air mm2/s 28
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decrease of the fluid and particles. In the reference case, the parti-
cles were dry after a simulation time of 15.5 s, and at this point the
temperature dropped to 321.88 K. Subsequently the temperature
starts to rise again, as the particles are heated by the hot inlet
air. An excellent result is observed for a coarse-graining level of
2, for which the temperature at 15.5 s deviates only 0.01 K from
the reference case. With increasing coarse-graining level, the devi-
ation in average particle temperature at 15.5 s increases to 0.19 K
for a ¼ 5, and 0.67 K for a ¼ 10. A simulation for a ¼ 5 without
applying the coarse-graining model for mass transfer given in Eq.
(14) results in a deviation of 1.01 K from the reference case. This
highlights the importance of applying a scaling rule when running
coarse-grained simulations.

The particle temperature distribution after a simulation time of
10 s is shown in Fig. 3b. The mean value of the reference case is
324.88 K and is met closely by the coarse-grained simulations.
The maximum deviation occurs at the a ¼ 10 case, in which the
mean temperature is smaller by 0.15 K. For the a ¼ 5 case, the dif-
ference is only 0.03 K if the scaling law is used, but 0.65 K without
the scaling law. Larger deviations are observed for the median
value, which is 2.56 K higher in the a ¼ 10 case compared to the
reference case. In the coarse-grained simulation with a ¼ 5, the
median value is 0.91 K closer to the reference case than in the sim-
ulation without the scaling law. The spread of the distribution,
defined as the difference between the higher and lower value of
the whiskers, is 10.78 K for the reference case. The results for
a ¼ 2 (10.77 K) and a ¼ 5 (10.41 K) are very close to the reference
case, while significant deviations are observed for a ¼ 10 (7.39 K)
and the a ¼ 5 case when the scaling law is disabled (7.97 K).

Fig. 4 shows the evolution of the global evaporation rate over
time. Initially the air is not saturated with vapor, leading to a high
vapor concentration gradient, and subsequently to high evapora-
tion rates. With increasing vapor loading, this peak flattens and
then the evaporation rate remains almost constant, showing only
an insignificant decrease upon the gradual temperature decrease
in the system. This stage is followed by a rapid decline of the evap-
oration rate when the liquid water content drops. The maximum
evaporation rate in the reference case is 0.87 g/s, compared to
1.22 g/s for a coarse-graining level of 10. We found that the reason
for this significant difference is the coarser coupling grid: as
described in section 2, the coupling grid is scaled with the
coarse-graining level. When running the static bed simulation with
primary particles (a ¼ 1Þ and using the coarse coupling grid (as
would be used for a ¼ 10), the peak evaporation rate is of 1.18 g/
s. Since this value is just 3.3 % smaller than the 1.22 g/s for



Fig. 3. (a) Mean particle temperature observed at various coarse-graining levels. The red dotted line shows the results of a simulation without the coarse-graining model for
mass transfer. (b) Box plot of the particle temperature distribution after 10 s simulation time. The diamonds mark the mean value, the line inside the box represents the
median value, the box borders indicate the 1st and 3rd quartiles and the whiskers indicate the 5th and 95th percentile. The red box on the right shows a simulation for a ¼ 5
without using the coarse-graining model for mass transfer (f r ¼ 1). (For interpretation of the references to color in this figure legend, the reader is referred to the web version
of this article.)

Fig. 4. Global evaporation rate observed at various coarse-graining levels. The red
dotted line shows the results of a simulation without the coarse-graining model for
mass transfer. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)
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a ¼ 10, we conclude that the necessary coarsening of the coupling
grid is the main reason for the higher peaks observed at high
coarse-graining levels.

After the initial peak, the evaporation rate in the case with
extreme coarse graining (i.e., a ¼ 10) steadily decreases over time
and the model fails to reproduce the constant and falling rate stage
observed in the primary particle case. The different stages are
observed for a ¼ 5, but disappear if the scaling rule for mass trans-
fer (i.e., Eq. (14)) is disabled (see red dotted line in Fig. 4). The
results show that the coarse-graining model for mass transfer
improves the simulation performance. Also, the model delivers
acceptable accuracy for coarse-graining levels up to 5, but cannot
be used with confidence at higher levels.
Fig. 5. Cross-section of the spray deposition simulation (a ¼ 2, /p ¼ 0:1). The
dimensions of the box are 200 � 200 � 100 mm (LxWxH). Particles are colored
according to the amount of deposited water.
3.2. Spray deposition model

Utilizing a similar setup as described above, the spray deposi-
tion model is also validated in a static bed. However, since only
droplet-particle interaction is of interest, we do not simulate heat
transport phenomena or airflow, i.e., it is a pure DEM simulation.
To test the applicability of the model over a broad range of process
conditions, particle volume fractions of 0.1, 0.3 and 0.6 are investi-
7

gated. The spray nozzle is placed 400 mm above the particle bed,
the droplet diameter is 20 lm and the opening angle of the spray
cone is 23�. Fig. 5 shows the setup of the simulation and the distri-
bution of spray droplets across the bed. The simulation parameters
are stated in Table 1. To determine the amount of deposited coat-
ing versus the particle bed depth, the particle bed is divided verti-
cally into 300 uniform layers. Every particle is assigned to the layer
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that contains its center, and all droplets that are deposited on a
particle contribute to the spray mass of this layer.

Fig. 6 shows a comparison of coarse-grained simulations with a
simulation of primary particles as reference case at a particle vol-
ume fraction of 0.3. The red lines show the cumulative spray depo-
sition over the bed depth (normalized with the primary particle
diameter) for coarse-graining levels of 5 and 10 without utilizing
a model for spray deposition (this is equivalent to an effective size
factor of f r ¼ 1). As can be seen, the bed penetration scales approx-
imately with the coarse-graining level a, causing a significant devi-
ation from the reference case. In contrast, the simulations with the
spray deposition model given by Eq. (27) perform very well: for
a ¼ 5, hardly any difference to the reference case is observed up
to a spray deposition of 80 %, followed by a minor overcorrection
for the final 20 %. In summary 99 % of the spray is deposited at a
normalized penetration depth of 5.1 for a ¼ 5 when using the
model given by Eq. (27), compared to 7.8 for the reference case.
The simulation results for a ¼ 10 shows a shift towards deeper
bed penetration up to a normalized penetration depth of 5 primary
particle diameters. However, the final penetration depth matches
very well (8.4 vs 7.8 for 99 % spray deposition). Overall, Fig. 6
clearly highlights the necessity of a coarse-graining model for
spray deposition, as the model significantly enhances the perfor-
mance of the simulations.

In Fig. 7a we assess the model quality for coarse-graining ratios
up to 10 in loose (/p ¼ 0:1Þ and dense (/p ¼ 0:6Þ packings. Gener-
ally, a good agreement between coarse-grained simulations and
the reference cases is observed. Compared to the reference case,
slightly smaller spray penetration depths are recorded for the loose
packing simulations across all coarse-graining levels: 50 % of the
spray are deposited at a normalized depth of 4.3 for the reference
case, compared to a normalized depth of 4.0 and 3.3 for a ¼ 2 and
a ¼ 5, respectively. For the dense bed, the simulation with a ¼ 2
delivers excellent results (50 % deposition at a depth of 0.51 versus
0.56 for the reference case), while the penetration depth increases
for higher coarse-graining levels. There are two reasons for this
deviation: (i) the theoretical accuracy limit and (ii) the physical
limit of the proposed modelling approach. The theoretical accuracy
arises from how the spray deposition is measured. Since the posi-
tion of a particle is assigned to its center, but droplets can deposit
anywhere on the surface, an error up to a normalized penetration
depth of a=2 is possible. Removing this theoretical ‘‘sub-particle
resolution” accuracy could be part of future investigations, and
Fig. 6. Comparison of coarse-grained simulations with and without (i.e., f r ¼ 1)
using the semi-empirical model given by Eq. (27). A simulation with primary
particles is used as the reference case, the volume fraction of the particle bed is 0.3.
The spray penetration depth was normalized with the diameter of a primary
particle.
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was not followed further. The physical limit is a constraint of the
modelling approach: by increasing the effective diameter of the
particles in the system, the particles grow and gaps between neigh-
boring particles become narrower. At the point where the particles
touch, no droplets can pass in between them anymore. Hence, if all
gaps in the powder bed are closed, a further increase in effective
diameter will not affect the distribution of droplets across the par-
ticles anymore.

The effect of the physical limit on the simulation result becomes
more relevant in dense simulations at high coarse-graining levels.
Fig. 7b shows the influence of the effective size factor on the model
performance in a setup where the physical limit of the model
comes into effect. The particle volume fraction in the investigated
static bed is 0.6, with the coarse-graining level being set to 10. The
data indicated as ‘‘reference” case shows the result of a simulation
with primary particles. The parameters used for the simulations
are given in Table 2. The limited capability of the model to repro-
duce the reference case is shown by a run with an effective size fac-
tor of 100. While in the reference case 99 % of the droplets are
deposited at a normalized bed depth of 2.4, approximately 86 %
are deposited at the same depth for f r ¼ 100. The same result is
already obtained for an effective size factor of 12.6, confirming that
the actual value of the effective size factor is not important any-
more as soon as the physical limit is reached. The model proposed
in this work (i.e., Eq. (27)) comes close to that limit, and signifi-
cantly outperforms the correlation given by Eq. (24). Only minor
improvements would be possible with a more complex model,
since it would not be possible to overcome the theoretical accuracy
limit (i.e., error in the normalized penetration depth of a=2) men-
tioned before. Concluding the above, the presented coarse-graining
approach is capable to model spray deposition for monodisperse
systems with sufficient accuracy over the whole range of possible
particle volume fractions.

3.3. Use case: top-spray fluidized bed coater

In this section, we validate the coarse-graining approach in a
simulation of a Glatt GPCG-2 top-spray coater. Contrary to the pre-
vious two validation studies, which focused on the coarse-graining
of a single mechanism, all models (including the collision dynam-
ics, drag, heat and mass transfer, and spray deposition) are com-
bined in the top-spray coating simulation. The reference case
consists of 5 million particles, leading to a fill weight of 3.4 kg.
The coating suspension consists of 90 % water and 10 % solids (den-
sity: 1300 kg/m3). The spray rate is set to 20 g/min and the spray
droplets have a diameter of 25 lm. The opening angle of the spray
cone is 30�. With a fluidization velocity of 1 m/s, the coater is oper-
ated in the bubbling flow regime (the minimum fluidization veloc-
ity of the particles is 0.7 m/s). At the outlet on top of the device a
pressure boundary condition of 1 bar is applied. The CFD mesh of
the top-spray coater contains 240,000 cells, with a representative
cell size (following the definition of [76]) of 5 mm. The setup and
dimensions are pictured in Fig. 8, the material properties are given
in Table 1 and the DEM contact parameters are given in Table 3.
The contact parameters were not calibrated to a specific material
since it would add little to the findings of our present study, but
typical values have been used. The stiffness parameters of DEM-
based simulations are chosen based on a tradeoff between
maximum observed overlap and computational speed (real-world
particle stiffnesses would require extreme computation times that
would not lead to an increase in the predictive capability of the
simulation). The damping parameters were chosen to realize a
coefficient of restitution of 0.7, which is typical for granule
particles.



Fig. 7. (a) Validation of the spray deposition model for particle volume fractions of 0.1 and 0.6. (b) Comparison of simulation results for various effective size factors (see
Table 2) at a coarse-graining level of a = 10 and a particle volume fraction of up = 0.6. The Eq. (27) curve in panel (b) is identical to the a = 10 and up = 0.6 case in panel (a).

Table 2
Parameters and results to evaluate the physical limit of the coarse-graining model for
spray deposition.

Case Coarse-
graining level

Effective
size factor

Spray deposition at a normalized
bed depth of 2.4

Reference 1 1.0 99 %
Eq. (24) 10 3.2 65 %
Eq. (27) 10 6.3 80 %
2�Eq. (27) 10 12.6 86 %
Limit 10 100.0 86 %

Fig. 8. Snapshot of the top-spray coating simulation (reference case). Ruler
dimensions are in m.

Table 3
Contact parameters for the linear spring-dashpot model.

Property Unit Value

Normal spring stiffness N/m 3000
Tangential spring stiffness N/m 2400
Sliding friction coefficient – 0.05
Rolling friction coefficient – 0.125
Coefficient of restitution – 0.7
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Given that the initial particle temperature was set to the inlet
air temperature, the temperature gradually decreases over time
(because of the latent heat of evaporation) until it converges
towards a statistical steady-state value. Assuming that in steady-
state conditions the global evaporation rate equals the spray rate,
the exhaust air temperature can be estimated by considering the
enthalpy of the fluidization air and the cooling rate of the spray liq-
uid according to Eq. (28). Let us suppose that the mean particle
temperature would be the average of inlet and exhaust air temper-
ature, then we would obtain a value of 312 K for the equilibrium
state. The characteristic time scale is 50 s according to Eq. (29).
However, the actual simulation time necessary to arrive at
steady-state conditions would be much longer due to the exponen-
tial decrease of the temperature over time. Such long simulation
times are computationally not feasible and therefore we simulate
only 20 s of process time.

Tex ¼ Tin �wl _msprayDHv
_maircp;air

ð28Þ
ss ¼
P

mpcpDT
wl _msprayDHv

ð29Þ

In Eq. (28), Tex and Tin are the temperature of the exhaust and
inlet air, wl is the liquid mass fraction of the coating solution,
_mspray is the spray rate, DHv is the latent heat of evaporation and
_mair and cp;air are the mass flow and the heat capacity of the flu-
idization air. In Eq. (29), ss is the characteristic time to reach the
steady state,

P
mp is the (total) batch mass of the particles, cp is

the specific heat capacity of the particles, and DT is the difference
between the initial and equilibrium particle temperature.

Fig. 9a shows the evolution of the mean particle temperature
over time for various coarse-graining levels. Coarse-graining levels
2 and 5 agree excellently with the reference case, as the tempera-
ture difference after 20 s is only 0.01 K and 0.03 K, respectively. For
a ¼ 10, the difference at the end is 0.23 K. Similarly, the particle



Fig. 9. (a) Temporal evolution of the mean particle temperature and (b) boxplot of the particle temperature distribution after 20 s of simulated time in a top-spray fluidized
bed coater. The diamonds mark the mean value, the line inside the box represents the median value, the box borders indicate the 1st and 3rd quartiles and the whiskers
indicate the 5th and 95th percentile. The red box on the right shows a simulation for a ¼ 5 without using the coarse-graining model for spray deposition (f r ¼ 1). (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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temperature distribution at the end of the simulation agrees very
well for a ¼ 2 and a ¼ 5, while lower temperatures are observed
for a ¼ 10 (Fig. 9b). Two reasons were identified for the deviations
for a ¼ 10: (i) the coarse coupling grid and (ii) insufficient fluidiza-
tion. To detect the effect of the coupling grid, we conducted a sim-
ulation with primary particles, but use the coupling grid for a ¼ 10.
The temperature difference at the end of the simulation is 0.08 K,
accounting for 35 % of the error occurring for a ¼ 10. The fluidiza-
tion behavior can be characterized by the time-averaged vertical
particle velocity (Fig. 10a). The boxplots show that the fluidization
is hindered for a ¼ 10. Most likely, there is a significant effect of
the dryer geometry on the particle motion. The bottom of the
coater has a diameter of 140 mm, compared to a parcel diameter
of 10 mm. Sphere packing simulations in a cylinder reveal that wall
effects (i.e., local ordering of particles) occur up to a distance of five
particle diameters from the wall [77]. Hence, only a comparably
small fraction of parcels is not affected by the geometry. Another
reason for the poor fluidization could have been the coarse cou-
pling grid. However, we observed similar fluidization behavior in
primary particle simulations with (i) fine and (ii) coarse coupling
grids, indicating that the poor fluidization for a ¼ 10 is solely
caused by the large parcel diameter.
Fig. 10. (a) Boxplot of the vertical particle velocity distribution, time-averaged over t
represents the median value, the box borders indicate the 1st and 3rd quartiles and the w
wet surface ratio at a simulation time of 20 s. The red curve shows a simulation for
interpretation of the references to color in this figure legend, the reader is referred to th
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Comparing simulations for a ¼ 5 with and without using the
spray deposition model shows that the particle temperature distri-
bution does not vary significantly (Fig. 9b). Hence, if one wants to
evaluate only the temperature in a spray coater, using the coarse-
graining model for spray deposition appears not absolutely neces-
sary. However, we will show in the next paragraphs that this is not
true for other properties, such as the wet surface ratio, evaporation
rate and coating mass distribution.

Fig. 10b shows the probability density function (PDF) of the
wet-to-total particle surface area ratio of at least partially wetted
particles at the end of the simulation. No significant deviations to
the reference case are observed up to a coarse-graining level of
a ¼ 5. For a ¼ 10, the trend looks very similar, but distinct fluctu-
ations are present. If the scaling law for spray deposition is dis-
abled, the droplets are distributed over more particles, leading to
lower values of the wet surface ratio. In that case, no particle has
a wet surface ratio greater than 10 %, a value that is exceed by
3.2 % of the wet particles in the reference case.

Fig. 11a shows the temporal evolution of the one-second mov-
ing average of the global evaporation rate, i.e., the sum of the evap-
oration rates of all particles. For all cases, the evaporation rate
fluctuates around the same value of 0.3 g/s, which equals the liquid
he last five seconds. The diamonds mark the mean value, the line inside the box
hiskers indicate the 5th and 95th percentile. (b) Probability density function of the
a ¼ 5 without using the coarse-graining model for spray deposition (f r ¼ 1). (For
e web version of this article.)



Fig. 11. (a) Temporal evolution of the global evaporation rate (to enhance visibility, the graph shows the one-second moving average). (b) Boxplot of the per-particle
evaporation rate distribution, time-averaged over the last five seconds. Only wet particles are considered in (b). The diamonds mark the mean value, the line inside the box
represents the median value, the box borders indicate the 1st and 3rd quartiles and the whiskers indicate the 5th and 95th percentile. The red box on the right shows a
simulation for a ¼ 5 without using the coarse-graining model for spray deposition (f r ¼ 1). (For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)
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spray rate. This condition is necessary for steady-state, so that the
liquid mass in the system does not accumulate. While the mean
value is constant for all runs, the amplitude of the fluctuations
decreases with increasing coarse-graining level: the coefficients
of variation are 11.5 %, 8.8 %, 8.8 % and 8.2 % for coarse-graining
levels of 1, 2, 5 and 10, respectively.

Fig. 11b illustrates the distribution of the time-averaged per-
particle evaporation rate. Given the fact that the values span over
almost three orders of magnitude, the coarse-grained simulations
match the reference case very well. Comparing the results with a
simulation where the model is disabled highlights the importance
of the spray deposition model: the time-averaged per-particle
evaporation rate in the reference case is 3 � 10�9 kg/s, compared
to 2 � 10�9 kg/s with, and 5 � 10�10 kg/s without the model at a ¼ 5.

Thus, with increasing coarse graining level the per-particle
evaporation rate drops (without the spray model this drop is
�83 %, while –33 % with the spray model). This reflects the fact
that more particles are contacted with droplets, i.e., the deposition
of droplets on the particles is more uniform in coarse-grained sim-
ulations compared to the reference case. This reduced per-particle
Fig. 12. (a) Percentage of particles, on which at least a single droplet was deposited af
simulation time, considering only coated particles. The diamonds mark the mean value, t
and 3rd quartiles and the whiskers indicate the 5th and 95th percentile. The red box on
spray deposition (f r ¼ 1). (For interpretation of the references to color in this figure leg
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evaporation rate is caused by the fundamental assumption that all
particles inside a coarse-grained parcel have the same properties.
This reduces the occurrence of extreme conditions and leads to
the observed more uniform droplet distribution across the particle
bed. While in the reference case roughly 76 % of the particles col-
lected at least a single droplet during 20 s simulation time, this
value increases to nearly 91 % for the simulation with a ¼ 5
(Fig. 12a). The decline to 83 % for a ¼ 10 is a result of poor mixing
because of the insufficient fluidization as already mentioned
before. Due to the cubic scaling of the number of particles, 125 pri-
mary particles have to be coated for a single parcel with coarse-
graining factor 5. However, those particles would shield each other,
so that only a fraction actually would receive coating during a sin-
gle pass through the spray zone. This can also be observed in the
final solid coating distribution (Fig. 12b): while the mean coating
mass is very close to the reference case, the maxima and minima
are smaller for the coarse-grained simulations. The minimal depos-
ited solid mass per particle is given by xsmd

a3 , where xs is the solid
mass fraction in the coating suspension, and md is the mass of a
single droplet. Similarly, the maximal coating mass is distributed
ter 20 s of simulated time. (b) Boxplot of the coating mass distribution after 20 s
he line inside the box represents the median value, the box borders indicate the 1st
the right shows a simulation for a ¼ 5 without using the coarse-graining model for
end, the reader is referred to the web version of this article.)
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across a3 particles, causing the lower extreme values in the distri-
bution. Although the maximum and minimum values differ from
the reference case, the model performs very well when considering
the mean and median values. The importance of the spray deposi-
tion model becomes evident, when the results are compared to a
coarse-grained simulation without the spray model, in which the
distribution is almost two orders of magnitude narrower than
the reference case.

We finally would like to comment on the computational
resources needed for our simulations: they were all carried out
on a single workstation equipped with an AMD Ryzen 7 2700X
CPU (5 cores were used for CFD) and an NVIDIA GeForce GTX
1080Ti GPU (XPS is a GPU-based DEM software). The wall clock
time for simulating 20 s process time was 322 h (13.4 days) for
the primary particle case, compared to 68 h (2.8 days) for a case
with a coarse-graining level of 5. Thus, a speed-up factor of 4.7
was realized. While for the primary particle simulation (involving
5 million particles) DEM was the time limiting part of the compu-
tation, DEM computations were faster than the CFD simulation in
the coarse-grained simulation with a ¼ 5 (involving 40,000 par-
cels). Hence, for systems containing a larger number of particles,
or in case smaller DEM time steps are used, the speed-up factor
might be even higher. If DEM is the limiting part of the computa-
tion, a further speed-up could be obtained by switching from an
energy-based scaling to a dimensionless-overlap-based scaling
for the contact parameters. The reason for this would be the larger
time step that can be used in the coarse-grained simulation. For
example, Tausendschön et al. [53] reported a reduction of compu-
tational time by a factor of 30 for a ¼ 4 when using such a scaling.
4. Conclusion

The parcel-based method is commonly used to reduce the com-
putational effort of (CFD-)DEM simulations, but some models are
still missing if one wants to simulate spray coating processes
[30,53]. Therefore, we extend existing coarse-graining approaches
by models for mass transfer and spray deposition. The models were
separately validated in static bed simulations. Simulations of a top-
spray fluidized bed coater reveal that the models are capable of
correctly reproducing the temperature, evaporation rate and coat-
ing mass distributions when compared to simulations with
original-sized particles. However, there is some loss of information
regarding extreme conditions in coarse-grained simulations due to
the (imposed) equality of all particles inside a parcel. This also
leads to a higher percentage of coated particles in coarse-grained
simulations. Hence, a coating distribution model on sub-parcel
level could be a fruitful path to follow to further improve the pre-
cision of coarse-grained simulations.

Our results indicate that the presented approach can be reliably
used up to a coarse-graining factor of 5 (the same value was pro-
posed by Tausendschön et al. [53] for cohesive gas-particle sys-
tems). This will be true as long as there are no geometrical
restrictions that could influence the particle motion. For larger
coarse-graining ratios fluidization could not be reproduced satis-
factory due to the violation of geometric similarity between parcels
and walls. This problem could possibly be tackled by correcting the
overlap distance between parcels and walls, analogous to the
approach adopted by Kanjilal and Schneiderbauer [56] for polydis-
perse systems. Continuative investigations that focus on develop-
ing corrections for drag and mass transfer rates, similar to what
was proposed by Radl and Sundaresan [74], would be valuable to
counter information loss regarding flow and particle dynamics in
case of high coarse-graining levels.

With the proposed models, it is possible to reduce the compu-
tational effort of detailed coating simulations by a factor of 4.7
12
(at a ¼ 5), while still capturing all relevant physics of such a pro-
cess. Additionally, the models can be used to simulate related pro-
cesses and phenomena such as droplet drying (i.e., adopting our
mass transfer model) or radiation (i.e., adopting our spray deposi-
tion model). An extension of our newly introduced models to poly-
disperse systems and non-spherical particles have to be evaluated
in future work. Since our ray tracing algorithm accounts for the
geometrical arrangement (and of course the size) of particles, we
do expect that our models are applicable without requiring major
modifications. However, one must consider that higher particle
volume fractions are possible, and therefore the physical limit dis-
cussed in section 3.2 could become more relevant in dense
packings.
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Appendix A

Derivation of Eq. (25)

The volume fraction /p for a monodisperse particle system cal-
culated as.

/p ¼
NpVp

Vtot
ðA1Þ

where Np is the number of particles, Vp is the volume of a single par-
ticle and Vtot is the total volume of the domain.

Starting with point particles, we add a finite volume element
DV to each particle. Considering Eq. (A 1) the contribution to the
volume fraction in case that none of these additional volumes
overlaps can be calculated as follows:

d/ ¼ DVNp

Vtot
¼ DV/p

Vp
ðA2Þ

However, when adding a finite volume element to a particle, it
will partially overlap with other particles. In case the volume ele-
ment is randomly placed in space, the fraction of the volume ele-
ment that overlaps is statistically equal to the current volume
fraction. For example, if the volume fraction is 0.3, then we assume
that 30 % of the new element are overlapping, while 70 % fill empty
space and consequently increase the particle volume fraction. After
adding n volume elements to each particle, the particle volume
fraction in the system can be calculated as [78]:

/p ¼ 1� e�d/n

) n ¼ � ln 1� /p

� �
d/

ðA3Þ

Therefore, to obtain a certain volume fraction, n volume ele-
ments are necessary. The number of volume elements Dn needed
to increase the volume fraction from an initial value /p;0 (e.g., the
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original system without coarse-graining) to a higher value /p;1

(e.g., the coarse-grained case) is given by the difference between
the number of elements necessary to obtain /p;1 and /p;0:

Dn ¼ n1 � n0 ¼ �
ln 1�/p;1

1�/p;0

� �
d/

ðA4Þ

Introducing the effective size factor f r , the volume of all coarse-
grained particles in the volume Vtot is connected to the volume of
the original particles via.

Vp;1 ¼ f 3r Vp;0 ¼ Vp;0 þ DnDV ðA5Þ

f 3r ¼ 1þ DnDV
Vp

¼ 1þ Dnd/
/p;0

ðA6Þ

Substituting Eqs. (21) and (A 4) into Eq. (A 6) leads to.

f 3r ¼ 1�
ln

1�f ra/p;0
1�/p;0

� �
/p;0

ðA7Þ

which is equivalent to Eq. (25).
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