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A B S T R A C T   

Three-dimensional (3D) printing is drastically redefining medicine production, offering digital precision and 
personalized design opportunities. One emerging 3D printing technology is selective laser sintering (SLS), which 
is garnering attention for its high precision, and compatibility with a wide range of pharmaceutical materials, 
including low-solubility compounds. However, the full potential of SLS for medicines is yet to be realized, 
requiring expertise and considerable time-consuming and resource-intensive trial-and-error research. Machine 
learning (ML), a subset of artificial intelligence, is an in silico tool that is accomplishing remarkable break-
throughs in several sectors for its ability to make highly accurate predictions. Therefore, the present study 
harnessed ML to predict the printability of SLS formulations. Using a dataset of 170 formulations from 78 ma-
terials, ML models were developed from inputs that included the formulation composition and characterization 
data retrieved from Fourier-transformed infrared spectroscopy (FT-IR), X-ray powder diffraction (XRPD) and 
differential scanning calorimetry (DSC). Multiple ML models were explored, including supervised and unsu-
pervised approaches. The results revealed that ML can achieve high accuracies, by using the formulation 
composition leading to a maximum F1 score of 81.9%. Using the FT-IR, XRPD and DSC data as inputs resulted in 
an F1 score of 84.2%, 81.3%, and 80.1%, respectively. A subsequent ML pipeline was built to combine the 
predictions from FT-IR, XRPD and DSC into one consensus model, where the F1 score was found to further in-
crease to 88.9%. Therefore, it was determined for the first time that ML predictions of 3D printability benefit 
from multi-modal data, combining numeric, spectral, thermogram and diffraction data. The study lays the 
groundwork for leveraging existing characterization data for developing high-performing computational models 
to accelerate formulation development.   

1. Introduction 

Three-dimensional (3D) printing is a digitalized fabrication tech-
nique that is drastically redefining the drug development pipeline 
(Awad et al., 2021a). The technology provides unprecedented control in 
designing drug delivery systems (DDS) compared to conventional 
fabrication methods (Barakh Ali et al., 2019). In a short period, 3D 
printing has been successfully demonstrated to print a range of DDS, 
including microneedles, thin films, microparticles, gastro-retentive 
electronic devices, cardiac stents, and ocular implants (Awad et al., 
2021b; Fenton et al., 2020; Melocchi et al., 2021; Melocchi et al., 2020; 
Seoane-Viaño et al., 2021; Wang et al., 2021). Moreover, 3D printing can 
be integrated with other digital technologies, such as a 3D scanner, to 
achieve personalized medicines and devices with improved patient 

compliance (Goyanes et al., 2016). Additionally, the rapid nature of the 
technology, its digital precision, and the ability to print net-shape 
products have made 3D printing a desirable technology in addressing 
research-wide issues, such as reproducibility and sustainability (Ford 
and Despeisse, 2016). Thus, thebenefits of 3D printing are increasingly 
being realized in both laboratories and clinical settings. 

3D printing, also referred to as additive manufacturing, is a collec-
tion of seven technologies that share similar traits, such as utilizing 
computer-aided software to design the print, slicing the model and 
building the part in a layer-by-layer approach (Awad et al., 2021a; 
Culmone et al., 2019). Selective laser sintering (SLS) is a newer tech-
nology for producing medicines and has attracted considerable attention 
from industrial organizations distant from pharmaceutics (Cai et al., 
2021). The process utilizes a laser to sinter a free-flowing powder into a 
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monolithic structure. Compared to other 3D printing technologies, SLS 
can be adapted to operate using FDA-approved materials, has simple 
pre- and post-processing steps , fine resolutions, and is amenable to 
large-scale production (Hettesheimer et al., 2018). Moreover, one of the 
salient features of SLS in medicines is its ability to produce fast- 
dissolving tablets, with improved solubility and a tunable dissolution 
profile (Davis et al., 2021; Kulinowski et al., 2022; Trenfield et al., 
2023). Other applications of SLS have included gyroid lattices, implants 
and braille tablets (Fina et al., 2018; Awad et al., 2020; Salmoria et al., 
2018). Despite these advantages and the potential of SLS, the technology 
remains heavily under-explored in pharmaceutics. 

The preparation of SLS feedstock involves mixing the starting ma-
terials and then pouring the admixture onto the reservoir platform. The 
laser will write the 2D cross-sectional design of the desired geometry 
onto the printing platform, consolidating the powder. After each layer, 
the roller will apply a fresh layer of powder that is subsequently sintered 
by the laser. The process proceeds until the desired 3D geometry is ob-
tained (Fina et al., 2017). Fig. 1A summarizes the SLS printing pipeline, 
despite its simplicity, optimization is needed to ensure that the finished 
product is defect-free. Examples of anomalies in SLS include both over- 
and under-sintering, charring, incomplete spreading, misprint and part 
damage (Scime et al., 2020). Currently, there is no tool to anticipate 
such defects when using raw pharmaceutical materials, thus resulting in 
a costly and time-consuming trial-and-error approach to optimize for-
mulations. Powder characterization of the feedstock is performed to 
assess printability to some degree; however, such analyses require 
expertise (Fig. 1B). Moreover, while observations have linked the 
chemical structure and thermal properties of the formulation powder to 
its sintering behavior, a thorough correlation is yet to be achieved. 
Indeed, a predictive tool will widen the usability of SLS for the pro-
duction of medicines, as well as in allied fields. 

In silico tools offer a potential solution to optimize formulation 
development, having demonstrated their prowess in other fields. In 3D 
printing, in silico tools such as finite element methods have been used to 
optimize the printing process (Chen et al., 2017; Ganeriwala and Zohdi, 
2016; Ratsimba et al., 2021). However, such methods have limited ca-
pacity to comprehend the entire printing process. Alternatively, ma-
chine learning (ML), a subset of artificial intelligence (AI), has arisen as a 
promising candidate for accurately predicting the 3D printability of 
formulations (Elbadawi et al., 2021b; Ong et al., 2022). ML is a trans-
formative in silico model that has been demonstrated to revolutionize 
numerous sectors, being able to predict future outcomes with an un-
precedented degree of accuracy (Trenfield et al., 2022a). In healthcare, 
ML is used in clinical trials, diagnostics and surgery (Giorgio et al., 2022; 
Halamka et al., 2022; Myszczynska et al., 2020; Shah et al., 2019; Zame 
et al., 2020). In pharmaceutics, ML models have been applied to model 
drug-food interactions, drug-microbiome interactions, and formulation 
development (Gavins et al., 2022; McCoubrey et al., 2021; Wang et al., 
2022). For 3D printing medicines, ML has been demonstrated to predict 
printability, drug release rate, and accelerating quality control (Elba-
dawi et al., 2020a; Muñiz Castro et al., 2021; O’Reilly et al., 2021). 
Compared to other in silico models, ML can comprehend high- 
dimensional data, different data formats and fast prediction times. 

To that end, ML was applied to predict the printability of SLS for-
mulations to help accelerate the technology’s developments. In-house 
formulations were prepared and characterized using three conven-
tional analytical techniques: Fourier-transformed infrared spectroscopy 
(FT-IR), X-ray powder diffraction (XRPD) and differential scanning 
calorimetry (DSC). These characterization techniques were performed to 
understand the sintering behavior of pharmaceutical-grade powders and 
were inputted into the ML model to predict SLS printability based on 
their insight. Unsupervised and supervised machine learning techniques 

Fig. 1. (A) Schematic of the SLS printing pipeline. Currently, the process requires empirical trials to know if a formulation is printable, which results in both wasted 
time and resources. Characterization techniques can be performed (B) to provide insight into the formulation, however, the data points generated require expertise to 
be interpreted. 
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(MLTs) were explored using four different feature sets. The study set out 
to determine the optimal ML pipeline for predicting the printability of 
SLS medicines. 

2. Materials and methods 

2.1. Materials 

All materials and suppliers are enumerated in Table S1. 

2.2. Formulation preparation process 

Multiple pharmaceutical materials were used to prepare 170 
different formulations, based on previously trialed in-house prepara-
tions. Formulations contained a variety of medicines and excipients, 
however, all formulations contained Candurin, a photoabsorbent which 
is needed for printing using a 2.3 W blue diode laser that operates at a 
wavelength of 445 nm. Drugs and excipients were weighed separately to 
make up 15 g of the final product. The materials were first sieved using a 
150 μm sieve and then mixed thoroughly using a pestle and mortar for 
approximately 15 minutes until a uniform colour was obtained. The 
produced powder was used for product characterization and SLS 
printing. 

2.3. Formulation characterization 

2.3.1. Fourier-transformation infrared 
Attenuated total reflective FT-IR spectra were obtained using a 

Spectrum 100 spectrometer (PerkinElmer, CT, USA). The formulation 
powder was added onto the crystal and the force of the arm of the 
Universal Attenuated Total Reflectance Accessory (UATR) was set to 
130. The spectral data was analyzed with the Essential FT-IR software 
(V3.10.016, Operant LLC, WI, USA). Data was collected over the 
wavenumber range from 4000 to 650 cm− 1, with a resolution of 2 cm− 1 

and 4 scans obtained per sample. For data analysis, to reduce the 
computational demand, only data between 1800 and 650 cm− 1, was 
used. 

2.3.2. X-ray powder diffractometry 
The formulation powders were analyzed using XRPD. A Cu Kα X-ray 

source (λ = 1.5418 Å) was used to gather the XRPD patterns in a Rigaku 
MiniFlex 600 (Rigaku, TX, USA). The voltage and intensity were 40 kV 
and 15 mA, respectively. Data acquisition had an angular range of 2–60◦

2θ, a step size of 0.02◦, and a speed of 10◦/min. 

2.3.3. Differential scanning calorimetry 
Powdered samples (5–10 mg) were analyzed using pierced-lid, her-

metically sealed aluminum pans (TA instruments, Waters LLC, USA). A 
Q2000 DSC (V4.5.0.5, TA Instruments, DE, USA) equipped with an 
autosampler and nitrogen for both cooling and purging (50 mL/min) 
was used to determine the thermal profile of each formulation in tem-
peratures pertinent to SLS. Following initial acclimatization to 20 ◦C, the 
temperature was raised to 200 ◦C at a heating rate of 10 ◦C/min. 

2.4. SLS printing 

The formulation powders were transferred to an SLS printer (Sin-
tratec Kit, AG, Brugg, Switzerland) to print the products. Cylindrical 
discs (10 mm diameter × 3.6 mm height) were designed on Onshape 
(Boston, MA, USA). The Standard triangle language (STL) files from the 
3D models were exported into the Sintratec central programme for 3D 
printing. As a starting point, the chamber temperature, the surface 
temperature, and the laser scanning speed were all set to 100 ◦C, 80 ◦C, 
and 300 mm/s, respectively. SLS printing followed the standard pro-
cedure found in the literature (Trenfield et al., 2020). Once printed, the 
individual discs were left to cool, they were then taken out of the printer 

and any extra powder that hadn’t been sintered was brushed off. For-
mulations were considered printable if the produced discs had good 
structural integrity and shape, with no deformations or charring and 
maintained integrity during post-printing processing. If a disc was not 
obtained from the initial printing parameters, then a further three 
printing attempts were made using expert knowledge to adjust the 
printing parameters. 

2.5. Machine learning models 

All MLTs were run on a MacBook Pro (Operating System: macOS 
12.6; Processor: 2.9 GHz Dual-Core Intel Core i5; RAM Memory: 8 GB). 
Python (v3.10.4) was used to run the MLTs (Python Software Founda-
tion). All MLTs were deployed using the Scikit-learn (v1.1.1) Python 
package (Pedregosa et al., 2011), except for extreme gradient boosting 
which was deployed through its library (xgboost v1.6.1) (Chen and 
Guestrin, 2016). 

Unsupervised learning methods, namely principal component anal-
ysis (PCA) and t-distributed stochastic neighbor embedding (t-SNE) 
were used to visualize the high dimensional data in low dimensional 
space. PCA was also used to reduce the dimensions of the character-
ization data before applying supervised learning methods to reduce the 
computational demand of the MLTs. 

To determine which MLT is best able to make predictions based on 
the dataset, nine different supervised MLTs were deployed. These were 
random forest (RF), logistic regression (LR), support vector machine 
(SVM), gradient boosting (GB), extreme gradient boosting (XGBoost), 
decision tree (DT), multilayer perceptron (MLP), k-nearest neighbors 
(kNN), and extremely randomized trees (EXTr). The MLTs were used for 
classification - to make a binary decision - whether the formulation is 
printable using SLS printing. The optimum hyperparameters for each 
model were found using grid search or MLflow (v1.28.0) (Zaharia et al., 
2018). 

The accuracy of the predictions made by the models was evaluated 
using k-fold cross-validation (CV). In this process, data sets are split into 
pairs of training and test sets. The data is split into k subsets, or folds, 
which are approximately the same size. For each fold, the fold is taken as 
the test data set and the remaining folds as the training data. The model 
is fitted to the training data and evaluated on the test data, and subse-
quently, the evaluation score is retained. Once iterated over all the folds, 
the model is evaluated as the average of the evaluation scores (Ting 
et al., 2010). 

When measuring accuracy, precision and recall should be consid-
ered. Precision measures the proportion of positive predictions that are 
true positives, the equation is: 

Precision =
true positives

true positives + false positives
(1) 

Recall is a measure of the proportion of correct predictions that are 
true positives, the equation is: 

Recall =
true positives

true positives + true negatives
(2) 

To find a balance between precision and recall the F1 score of ac-
curacy was used for CV (Hossin and Sulaiman, 2015), the equation is: 

F1 Score =
2 × precision × recall

precision + recall
(3) 

Herein, accuracy refers to the F1 score metric. 

2.5.1. Principal component analysis 
PCA (Jolliffe and Cadima, 2016) is a linear dimensionality reduction 

technique. It transforms the features into vectors known as principal 
components which are computed to maximize the variance of the orig-
inal features, for example, an entire FTIR spectrum can be decomposed 
as a single 2D point using PCA (Fig. 2). Kernel PCA, an alternative type 
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of PCA which is non-linear was also used. Three different curve func-
tions were trialed - polynomial, radial basis function and cosine. 

2.5.2. t-distributed Stochastic neighbor embedding 
t-SNE (van der Maaten and Hinton, 2008) is another non-linear 

dimension reduction technique, which is used for exploratory data 
analysis. t-SNE maps the data around individual points in high- 
dimensional space using a Gaussian distribution and maps the same 
points in low-dimensional space using a Student’s t distribution. A cost 
function is then used to optimize the two similarity measures. The 
hyperparameter perplexity - which can be interpreted as the effective 
number of neighbors the algorithm considers - was tuned between 5 and 
50, as recommended by the original paper (van der Maaten and Hinton, 
2008). 

2.5.3. Logistic regression 
LR (Cox, 1958) combines input values linearly and then a logistic 

function is used to transform predictions. The model outputs a binary 
value (1 or 0), allowing printability predictions. The hyperparameters 
tuned were the penalty (l1, l2, elasticnet, none), C parameter (between 
0.0001 and 10,000, logarithmic scale), the solver (newton-conjugate 
gradient, low memory Broyden–Fletcher–Goldfarb–Shanno algorithm 
(lbfgs), stochastic average gradient (sag), ‘saga’, ‘liblinear’) and 
maximum iterations (between 100 and 5000). 

2.5.4. K-nearest neighbors 
kNN (Mucherino et al., 2009) makes classification based on the label 

of k neighbors in closest proximity to the input. The hyperparameters 
tuned were the number of neighbors (between 1 and 30) and the power 
parameter (between 1 and 10). 

2.5.5. Support vector machine 
SVM (Zhang, 2012) maps the data and creates a hyperplane which 

best separates the input variable by a class, in this case, whether printing 
is successful. The hyperparameters tuned were the C parameter (be-
tween 0.1 and 100, logarithmic scale), γ (between 0.001 and 1, loga-
rithmic scale) and the kernel (radial basis function, polynomial or 
sigmoid). 

2.5.6. Decision tree 
DT (Breiman et al., 2017) utilizes a flowchart-like structure where 

decisions are made through internal nodes, and the final or ‘leaf’ node 
represents a class label – printable or not printable. The hyper-
parameters tuned were the maximum depth of the tree (between 1 and 
30), the minimum number of samples required to split an internal node 
(between 2 and 20), the minimum number of samples required to be at a 

leaf node (between 1 and 20), and the number of features to consider 
when choosing the best split (between 1 and 12). 

2.5.7. Extremely randomized trees 
EXTr (Geurts et al., 2006) utilizes multiple decision trees to make 

decisions, and the final prediction is based on majority voting from the 
individual decision trees. The hyperparameters tuned were the number 
of estimators (between 10 and 100), the minimum number of samples 
required to split an internal node (between 2 and 10), and the number of 
features to consider when choosing the best split (between 1 and 20). 

2.5.8. Random forest 
RF (Breiman, 2001) is an ensemble of decision trees, each created 

from a different bootstrap sample from the data, the final prediction is 
based on majority voting from the individual decision trees. The 
hyperparameters tuned were the maximum depth of the tree (between 1 
and 40), the minimum number of samples required to split an internal 
node (between 2 and 20), the minimum number of samples required to 
be at a leaf node (between 1 and 20), and the number of features to 
consider when choosing the best split (between 1 and 14, the square root 
of the number of features or log2 of the number of features). 

2.5.9. Gradient boosting 
GB (Friedman, 2001) utilizes an ensemble of weak learners – deci-

sion trees, which are added using a gradient descent-like procedure. The 
hyperparameters tuned were the number of estimators (between 10 and 
100), the learning rate (between 0.0001 and 1), the maximum depth of 
the tree (between 1 and 20), the minimum number of samples required 
to split an internal node (between 2 and 20), the minimum number of 
samples required to be at a leaf node (between 1 and 20), and the sub-
sample used to fit the individual decision trees (0.1 to 1). 

2.5.10. Extreme gradient boosting 
XGBoost (Chen and Guestrin, 2016) is an optimized GB library which 

introduces multiple techniques to accelerate model training. The 
hyperparameters tuned were the number of estimators (between 5 and 
100), the learning rate (between 0.0001 and 1), the maximum depth of 
the trees (between 1 and 10), and the subsample used to fit the indi-
vidual decision trees (0.1 to 1). 

2.5.11. Multilayer perceptron 
MLP (Murtagh, 1991) is the most fundamental type of artificial 

neural network (ANN). The input layer is connected to hidden layers, 
with each layer feeding forwards into the next, and final classifications 
are made at the output layer. The hyperparameters tuned were the 
activation function (identity, logistic, rectified linear tan (ReLU), 

Fig. 2. An illustrative example of the PCA process. In this study, for example, the entire FT-IR data is decomposed into single scatter points in a 2D space. This allows 
for the intuitive visualization of multiple spectra in one plot. 
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hyperbolic tan), the solver for weight optimization (lbfgs, stochastic 
gradient descent, adam), initial learning rate (between 0.0001 and 1), 
learning rate (constant, invscaling, adaptive), hidden layer sizes (a 
random array with length 1–3 was generated with random numbers 
between 8 and 64) and the maximum number of iterations (between 100 
and 800). 

2.5.12. Ensemble voting classifier 
The predictions from multiple models can be combined to make a 

final prediction, using ‘hard’ or ‘soft’ voting. Hard voting chooses the 
prediction with the greatest number of votes across the models. On the 
other hand, soft voting examines the probabilities of each prediction for 
each model and the final prediction is the one with the highest proba-
bility (Kumari et al., 2021). 

3. Results 

3.1. Exploratory data analysis 

Herein, the aim was to prepare formulations based on previously 
trialed in-house preparations and identify the ability of different ML 
algorithms to predict the printability of SLS formulations. A total of 170 
in-house formulations were developed and their printability via SLS was 
evaluated. Before the application of MLTs, exploratory data analysis was 
performed to provide an overview of the dataset and identify any 
anomalies that may skew results or lead to over-fitting data. Formula-
tions were prepared from 78 pharmaceutical materials, encompassing 
drugs, polymers, and other excipients. Table S2 enumerates the fre-
quency of use of each material. Fig. 3A summarizes the distribution of 
the number of uses of each material in the formulations. 45% of the 
materials were only used once, Candurin gold sheen or Candurin red 
sparkle was used in all the formulations as a sintering agent; it is a photo- 
absorbing excipient which enhances radiation absorption and improves 
printability (Trenfield et al., 2022b). The most used drug was Paracet-
amol, which was in 21% of all the formulations. Other materials such as 
magnesium stearate, mannitol, methylparaben and Kollicoat instant 
release (IR) were in approximately 20% of the formulations; these were 
used as lubricants, plasticizers, or binders. Overall, 50.29% of the for-
mulations were successfully printed (Fig. 3B), meaning the target pre-
dictions were balanced. 

The developed formulations were characterized using FT-IR, XRPD 
and DSC. Before the application of any MLTs, this data was normalized. 
Data normalization transforms data within the range (0–1) (Milligan 
and Cooper, 1985). Normalized data improves the recovery of the class 
structure, by ensuring that equal weights are attributed to the different 
inputs (Doherty et al., 2007). 

Unsupervised learning using PCA was initially investigated to 
ascertain whether any inherent clustering is exhibited for printable/non- 
printable formulations. Linear PCA showed no complete clustering for 

FT-IR, XRPD, and DSC, both in 2- and 3-dimensional space (Fig. 4). 
However, the data may have a non-linear pattern which cannot be 

visualized with linear models (McClurkin et al., 1991; Murase and 
Nayar, 1995). Therefore, a non-linear PCA method was trialed, kernel- 
PCA. Although exhibiting minor clustering, none of the kernels dis-
played a clear segregated clustering between printable and unprintable 
formulations for FT-IR (Fig. 5A), XRPD (Fig. 5B) and DSC (Fig. 5C). The 
small clusters observed could be due to similar formulations with minor 
compositional changes. 

Since no clustering was observed with kernel-PCA, another non- 
linear dimensionality reduction model was used – t-SNE. t-SNE has 
been shown to be significantly better for the visualization of high- 
dimensional data than traditional methods (van der Maaten and Hin-
ton, 2008). Again, no distinct pattern was observed with the data for FT- 
IR (Fig. 6A), XRPD (Fig. 6B) and DSC (Fig. 6C). 

3.2. Predicting printability based on formulation composition 

Since no distinct clustering was observed that would lead to accurate 
ML model development, supervised learning approaches were explored. 
Initially, MLTs were fed the composition and printability of formulations 
(Fig. 7A). The MLTs trialed were RF, LR, SVM, XGBoost, DT, MLP kNN 
and EXTr. CV with 5, 10 and 25 folds were compared (Figure S1). As the 
number of folds increased, the F1 score increased, and variance reduced 
(i.e. error bars). However, accuracy was greatest when leave one out 
cross-validation (LOOCV) was utilized. In LOOCV, the number of folds is 
equal to the number of instances in the data, which reduces the bias of 
the predictions (Efron, 1982). Fig. 7B summarizes the F1 score of all the 
models used. SVM (81.9%), XGBoost (80.7%) and RF (79.5%) had the 
greatest F1 scores. These models were subsequently ensembled to make 
a final prediction using ‘soft’ or ‘hard’ voting (Fig. 7C). The F1 score of 
the hard voting model (83.6%) was greater than that of the soft voting 
model (83.0%). 

3.3. Predicting printability using FT-IR, XRPD and DSC 

While the MLTs were able to predict printability with good accuracy 
based on formulation composition, this has limited applications to new 
formulations containing other materials, or even the same materials 
from different manufacturers. Therefore, before printing the formula-
tions, powders were characterized with FT-IR, XRPD and DSC and the 
results were used as inputs for the ML models to predict formulation 
printability. Before the application of supervised ML models, PCA was 
used to reduce the dimensions of the data to 25 to decrease the 
computational demand of the MLTs (Fig. 8A). The MLTs trialed were RF, 
LR, SVM, XGBoost, DT, MLP kNN and EXTr. The highest-performing 
models for FT-IR were RF (84.2%), GB (83.0%) and MLP (82.5%) 
(Fig. 8B), for XRPD they were MLP (81.3%), EXTr (81.3%) and kNN 
(80.7) (Fig. 8C), and for DSC they were EXTr (80.1%), GB (77.8%) and 

Fig. 3. Exploratory data analysis. A) The distribution of use of different materials in the formulations. B) Printability of different formulations.  
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XGBoost (77.2%) (Fig. 8D). Overall, the MLTs showed similar perfor-
mance with different feature inputs – formulation composition, FT-IR, 
XRPD and DSC. 

To see whether using all three characterization feature sets increases 
the F1 score, the three data sets were combined, and the MLTs were 
applied to the combined data (Fig. 9A). Model performance increased 
with the greatest-performing models being RF (86.5%), LR (83.6%) and 
SVM (83.0%) (Fig. 9B). As an alternative method to combine feature 
sets, the best-performing models for each characterization method – RF 
for FT-IR and EXTr for XRPD and DSC – were chosen and ensembled 
(Fig. 9C). Prediction accuracy increased further to 87.7% for soft voting 
and 88.9% for hard voting. Therefore, model performance is greatest 
when all three characterization methods are used to make separate 
predictions, which are then combined to make a final prediction on 
formulation printability. 

4. Discussion 

Herein, ML was demonstrated to predict the printability of SLS for-
mulations with high accuracies. The successful predictions are expected 
to expedite formulation development in SLS printing of medicines where 
knowledge thereof currently lags behind other 3D printing techniques. It 
was found that different feature sets were able to achieve high pre-
dictions, including that of FT-IR which is amenable to real-time mea-
surements. Thus, the present study further expands the type of data that 
can be used for ML model development in predicting 3D printing out-
comes, thereby highlighting the utility of ML to accommodate various 
data formats. 

FT-IR, XRPD and DSC are common characterization techniques in 
pharmaceutics that provide insight into the formulation to assist in 
subsequent decision-making. Their high demand has resulted in high- 
throughput instruments for both rapid and small-sample requirements. 
In all cases, milligrams of powder were needed, and except for DSC, the 
analyses were non-destructive. Remarkably, despite their simplicity and 
low ‘sample cost’, all three characterization methods can provide in-
formation that is beyond current human interpretation. Limited studies 
have found patterns in chemical structures that provide a correlation to 
the sinterability of polymers and are also limited to a few model 

polymers (Bourell et al., 2014; Goodridge et al., 2012). Such data sug-
gests there is potential for the insight generated by the three techniques 
for model development. Individually, accuracies comparable to ‘mate-
rial name’ were achieved. FT-IR showed marginally greater accuracy 
than XRPD and DSC. This may be because the formulations contained a 
variety of polymers of different crystalline states, including amorphous 
polymers which are more difficult to characterize using DSC or XRPD. 
Given that each characterization technique provides different informa-
tion, the effect of combining all three characterization methods to pre-
dict printability was explored. Further integration of all three datasets 
yielded an increase in the mean F1 score. Thus, highlighting the benefit 
of using multi-modal data to make predictions. ‘Consulting’ multiple 
MLTs has been reported to improve model performance, which is 
analogous to consulting multiple human experts (Alizadeh et al., 2019; 
Phung and Rhee, 2019). Overall, the present study provides a compel-
ling impetus for the use of multi-modal data for ML development to help 
improve the F1 score. 

More sophisticated models were built to address the small data 
available for SLS in comparison to the data available for fused deposition 
modelling (Elbadawi et al., 2020b), and the accuracy herein was notably 
greater. Understanding the discrepancy in accuracy between the two 
studies will require further analysis. Suffice it to say, the dataset is 
smaller in terms of the number of formulations and materials, and 
additionally, different feature sets were used. A concerted effort has 
been undertaken by scientists across different disciplines to address the 
need for ML for small datasets (Elbadawi et al., 2021a). There is un-
doubtedly a fallacy surrounding the idea that large data is needed for 
feasible predictions (Fujinuma et al., 2022). An effective model can 
indeed be built with only a few data instances (Baskin, 2019). However, 
whether this is possible in pharmaceutics, given the complexity of tasks, 
remains to be seen. There is likely a balance between the size and quality 
of data, which is yet to be explored in pharmaceutics. Inputting data 
from characterization techniques, especially as specific as those that 
provide fingerprinting information, like FT-IR, can minimize model 
variability and thus reduce the demand for large datasets. Consensus or 
ensemble models are also used to improve performance in small data-
sets, which was for the first time, explored herein for 3D printing 
medicines (Vanpoucke et al., 2020; Wu et al., 2020). As new 

Fig. 4. Linear PCA for A) FT-IR, B) XRPD and C) DSC and 3D linear PCA for D) FT-IR, E) XRPD and F) DSC. Each scatter point represents a single formulation.  
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technologies emerge in 3D printing, ML models for small data will be 
needed to accelerate developments in the early stages. Future work will 
seek to elucidate model performance as a function of new formulations, 
essentially testing its generalizability. 

Both supervised and unsupervised MLTs were explored, and the 
latter was found to achieve accurate predictions. Unsupervised model-
ling has the salient advantage of overcoming the need to label data (i.e. 
as printable or not), which itself can be a time-consuming process in 

large datasets. However, in agreement with previous work, unsuper-
vised mapping of 3D printing medicines remains ineffective (O’Reilly 
et al., 2021). Generally, unsupervised models perform weaker than su-
pervised models across many applications but given that unsupervised 
can reduce the time and cost of the ML pipeline in an already time- 
consuming and costly research sector, there is a desire to pursue their 
use. 

There is a demand to identify other feature sets to capture as much 

Fig. 5. Kernel PCA for A) FT-IR, B) XRPD and C) DSC. Each scatter point represents a single formulation.  

Fig. 6. t-SNE for A) FT-IR, B) XRPD and C) DSC. Each scatter point represents a single formulation.  
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info as possible and achieve high-performing models. This study is the 
first to use ML to predict the printability of SLS formulations using multi- 
modal data, combining numeric, spectral, thermogram and diffraction 
data, and it does so at a greater accuracy than has previously been shown 
for other printing methods. The models can be further supplemented 
with powder characterization data, such as powder flow, to investigate 
whether this will enhance predictions. Additionally, as an alternative 
feature set, other characterization methods, which are readily available, 
such as the Morgan fingerprints of the constituents can also be used to 

make predictions, as this removes the need for any lab data and further 
accelerates drug production. 

The present study builds on previous work by the authors in merging 
two powerful digital technologies: AI and 3D printing; where the ulti-
mate goal is to achieve on-demand, precision medicine. Collectively, 
they have the potential to transform pharmaceutical research by offering 
digital precision, personalization, reproducibility, and fast decision- 
making. Moreover, knowing the printability of a formulation from the 
outset leads to less waste, and thus a more sustainable research 

Fig. 7. A) Formulation composition data was fed into the MLTs to predict printability. B) Prediction F1 score measured using leave one out cross-validation. C) 
Ensemble of the three models that predicted printability with the highest F1 score. 

Fig. 8. A) ML Pipeline for making predictions on the printability of formulations using FT-IR, XRPD and DSC data. B) Prediction F1 score measured using LOOCV for 
FT-IR, C) XRPD and D) DSC measurement. 
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environment. Considering that SLS can produce intricate formulations, 
such as multi-layered medicines, there are undoubtedly more exciting 
opportunities for ML modelling of SLS printing. 

5. Conclusion 

The present study evaluated the ability of different ML models to 
predict the printability of SLS formulations using multi-modal data to 
capture more meaningful information about the formulations. Several 
ML models were employed, including both supervised and unsupervised 
learning techniques, where the former was revealed to be of greater use. 
ML successfully predicted the printability of SLS formulations, based on 
formulation composition, FT-IR, XRPD and DSC data, with a similar 
accuracy of around 81%. Subsequently, an ML pipeline was built 
combing predictions from the top-performing FT-IR, XRPD and DSC 
models in one consensus model. This model outperformed all other 
models, where prediction accuracy increased to 88.9%. Thus, laying the 
groundwork as the first study demonstrating that multi-modal data, 
combining spectral, numeric, thermogram and diffraction data, im-
proves prediction accuracy. Future work will seek to incorporate more 
characterization data into the ML pipeline to improve model prediction 
and accelerate development in the 3D printing of medicines. 
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